T 3 7 ORRFEER (jobinfo)

(HIREFHH: 2024/12/3 jobinfo -s M sncore %EAEN)
BALEY 3 TORRIL jobinfo AY Y KTHERETEET,

Y a3 7 DR EKERT % (jobinfo -c & jobinfo)
o VI TDATF—4 R
o ¥ a1 —FHLEIFDEMR
F 21— DZEZKRPHEARR 2R T % (jobinfo -s)
E¥ET 1L I M) ZRKERT B (jobinfo -w)
X EY FEHEDRR(obinfo -m)
e jobinfo DA T a v

| ¥370%RAERTT 5 (jobinfo ¢ & jobinfo)

CATVaVERETDE, VaTORMOREEHBTEET, CRIEEKRIC-I ZIBEL THREDHY FHA)

$jobinfo -c

Queue Job ID Name Status CPUsUser/Grp  Elaps Node/(Reason)
H 9999900 job0.csh  Run 16 zzz/--- 24:06:10 ccc047

H 9999901 jobl.csh Run 16 zzz/--- 24:03:50 cccO03

H 9999902 job2.sh Run 6 zzz/--- 0:00:36 ccc091

H 9999903 job3.sh Run 6 zzz/--- 0:00:36 ccc091

H 9999904 job4.sh Run 6 zzz/--- 0:00:36 ccc090

I :

9999989 j0b89.sh Run 1 zzz/--- 0:00:11 ccg013
H  9999990job90.sh  Run 1 zzz/--- 0:00:12 ccg010

c ZEELRWVESIE. HoFEEEWERICAZIGENHY FITH. GPU KO +1 OERID 1 A GPU
BTHPITIL—TEIPRRINET, £, TEDOF1—LZDE T BIC jobtype DIBEREBIMENE I((c): core, (v):

vhode, (I): largemem, (g): gpu ).

$jobinfo

Queue Job ID Name Status CPUs User/Grp Elaps Node/(Reason)

H(c) 9999900 job0.csh Run 16 zzz/zz9 24:06:10 ccc047
H(c) 9999901 jobl.csh Run 16 zzz/zz9 24:03:50 ccc003
H(c) 9999902 job2.sh Run 6 zzz/zz9 0:00:36 ccc091
H(c) 9999903 job3.sh Run 6 zzz/zz9 0:00:36 ccc091
H(c) 9999904 job4.sh Run 6 zzz/zz9 0:00:36 ccc090
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H(g) 9999989 job89.sh Run 1+1 zzz/zz9 0:00:11 ccg013
H(g) 9999990 job90.sh Run 1+1 zzz/zz9 0:00:12 ccg010

JaTDRAT—Y R

2 a T DRAF—4 AICIE Run, Queue, Hold, Array, Exit % ¥ £9,

e Run : JRERTH

Queue: F1—Fb, FEETSINhTLWEHA

Hold : ik ZREfR7% & DEHTREF

Array : array job T, 7Y 3 7H—DLEHK > TWBIRKE
Exit : #8 7 L3E

* a1 —FHEEDER

—FERICIIAWRDA T LAICUTOEL S REHAARTIEINET,

e (cpu): FIFARER CPUBILRY £H A,
(gpu) : FIFATAIEE/R GPU BN R Y £ E A,
(cpu/gpu) : CPU ¥ GPU 2 & 7RBRALHD) Y —ZANFRBLTVWET,
e (long) : REIQDEHA VT FVAETICRT LBRWEZHERITTEEH A,
o BHIA YT FVRRNCY 3 T%HZAL. I D status
DEFICLTSIHE, BHEAVTFVRABFICRTINZLDICTEX Y, (R walltime
ZIRET 2HGBITRHEROLTHRELTLEZIV, )
e (group): ZIL—7D )Y —RFIR(CPU, GPU, ¥ 3 THREDEHICRITTEEHA,
o (user): A—H—BATHREIN/EZY Y —RFR(CPU, GPU, ¥ 3 7HARE)DHICETTE EH A,
e (other):
ZDEHNDEH, V3 TOBRABERTELRTTEEIMRBEESNTUVWRVIRES ZOXREICAY X7,
e (njob): ¥ a THDFHIRDIDICRITTEE A,
¢ (never) :
RLTEATTERVERGEDY 3 TTY, AHLFHABRALAHY ELEL. BFHTEHY FITHABHVEDELEI L,
e (error), (close) :
VRTLAITIS DRI >TWBAEMEDIHY EFT, PLRF>TERELAVWL D THNEBBEVWEDELEZI W,

Fa1—DEERRPEARR 22T % (jobinfo -s)

MAR/Fa1—Fbdh/F—ILRbY a3 TORPCPU. GPUHZRRLEY, FIRRMEICOVWTERRINET, £ &
jobtype MEMEIRT (week jobs (X 1 BEILLARDY 3 7T longjobs EZFNULDRETDY a JTHERTINET,

$jobinfo -s

User/Group Stat:

queue H | user (***) | group(***)

NJob (Run/Queue/Hold/RunLim)| 1/ O/ 0O~ | 2/ 0O/ 0/5000



CPUs (Run/Queue/Hold/RunLim) | 4/ O/ 0O/~ | 4/ 0/ 0/6400
GPUs (Run/Queue/Hold/RunLim)| O/ O/ 0O- | O/ O/ 0/48
core (Run/Queue/Hold/RunLim) | 4/ 0O/ 0/1200| 4/ 0O/ 0/1200
Imem (Run/Queue/Hold/RunLim)| O/ 0O/ 0O/ | O 0O/ 0/89%
sncore (Run/Queue/Hold/RunLim) | O/ O/ 0O~ | O/ O/ 0/6400

note: " core" limit isfor per-core assignment jobs (jobtype=cor e/gpu*)
note: "Imem" limit isfor jobtype=largemem
note: "sncore" limit isfor 64 or 128 cor esjobs

Queue Status (H):

job [free | free |#jobs | requested

type | nodes | cores (gpus) | waiting | cores (gpus)
week jobs
1-4 vnodes | 705090240 | O] O
5+ vnodes | 505| 64640 | O] O
largemem | O] O | O] O
core | 179123036 | O] O
gpu | 0l 0(© | 0] 0(0
long jobs
1-4vnodes | 325|41600 | O] O
5+ vnodes | 225128800 | O] O
largemem | O] O | O] O
core | 50| 6400 | O] O
gpu | 0l 0(© | 0] 0(0

Job Status at 2023-01-29 17:40:12

HAOEERHAEIBRIET. ¥ 3 7#(NJob), CPU O 7 #{(CPUs), GPU #(GPUs)
DIETERRSINTVET, FTTRHETH/F1—HFbH/REBF/EZTHIBRHBNE VWO TERBINE T,

rEREHDHZE. IV —T2AKT6,400CPU 37 & 48GPU D'FIFATE XY,

core (Run/Queue/Hold/RunLim) M1Ti& 3 7 HAI ¥ 3 7 (jobtype=core,

gpu)ICEAT A AHIR T, LEREDDBEIERAKX 1200 A7 FTHHETZE £, Imem (Run/Queue/Hold/RunLim)
D1T7IE jobtype=largemem ICDWTDHIRTY., LBOHADIFEAE 1 FIL— T THRA 896
aA7(7/—RK)XTHETZ XY, sncore (Run/Queue/Hold/RunLim) @1Tl& ncpus=64 £ L < I& ncpus=128
DT I3aTIDVWTOHIRTY, /— RIZZEEH'dH BH5F1d CPUs

DFIBRMBEIC—F L F A, BRMEERFICITEN NS <Y FT, ncpus=64,128

DY 3aTEFIRE—METETITZHBEUNCEHELLE A, /. NMIEFA(CPUs HIRA 768

DHBE)D T I —TIZDOWTHFHIREHIF I CPUs OFIRIEIC—BT 2O EH Y THA,

HATEHIEY 3 TH91 TORERRTY,



E¥E7 1LY Y AEFRRT B (jobinfo -w)

WA T avEBMTZEYa THRABOEET 1L 2 M) (SPBS_O_WORKDIR) AR RSB ENTEET, LAY
ID7ZITTIHIBLTWS Y aTdba bl ko 58FICERATTY,

$jobinfo-w

Queue Job ID Name Status Workdir

H 9999920 H_12345.sh Run /homeluser s/zzz/gaussian/mol23
H 9999921 H 23456.sh Run /home/user §/zzz/gaussian/mol 74

- ERBATEEEADT, BABRDY 3 T7DBERBOBRERLLVERTTERVGEENHY FY,

X EFHEDRR (jobinfo -m)
-MmMATavEEBMTRESaITOFALAXAETYEERRTEIENTEET, Used.Mem/MB
DI I3 THAEY #—BFE>TVWAEEDHEEEICARY £9(MB B TER), Lim.Mem/MB
DHNEY a THEETRLAXA TV EDEEZRLTVWET(VRATALATAEZAIMEI AT VICDVWTIEFERD 5H CLOEIRIN-

$jobinfo-m

Queue Job ID Name Status CPUs User/Grp Used.Mem/MB Lim.Mem/MB

H(v) 6245590 samplessh  Run 128 ***/??? 66520 245760
H(v) 6245593 samplessh  Run 128 ***/??? 78918 245760

-c
CIIHATEZEADT, BRABRDY 3 TOBERBORERLZRVERTTELAWVEENHY ET., T TIKKRTLAEY S
joblog AY Y RTHERTEZET,

jobinfo DA 7o a3

T Foayv i BA

--help ANNVTERRLET

-C RHOBEREZRT. -m, -w, -s IEABFICIEETE A,

-s Fa1—DEERR. BFOFARRERTLET., AT av e dHATEZEA,
-w TJaTHRAROEETA LI M) 2RT, ¢ CIRFATEEEA,

-m XEVYFEHAEDRT, -c LIFfATEEE A,

-l BEEDODEBMDEZODA T3 VT, RERBFICAELEEA.

-L RTHEAMDEY R MR
-n BB/ —FORRERTLETY

g MBIV —TD1—H—DYaTERTLET
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Fr>av BT

-g [JI—TR] SCCMS B2 E CEREB IV —TICFIBT 2156, RRI D7V —T5EELEY
-q[F¥a1—4] Fa1—REEELFT. BEREEFETY.

-a 214 -DERERRLET, 1—¥F—BZPYaTEZLERRBHRINET,
[~ 3 71D] -c EABFICHES> S, BELAEY I TEITERRTDIENTEET,



